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Abstract 

 

This study presents a novel approach to distinguishing the news that has the greatest 

impact on households’ perception of inflation. Narrowing down the long list of all news 

items to only the strongly negative requires taking into account the concept of rational 

inattentiveness by the implementation of a 'too costly to ignore' principle. To accurately 

determine important negative news, we use data from Russian Public Opinion Research 

Center (VCIOM) polls about the threats to and fears of Russians.  

 

We obtain 10 negative news topics time series with the frequencies of the topics of 

Poverty, Inflation, Food crisis, Debt problems, Economic crisis, Geopolitics, Ruble 

devaluation, COVID, Domestic instability, and Unemployment. Additionally, we have 

also included the topic of Bank of Russia’s communication measured as intensity of its 

communication.  

 

We conduct feature importance analysis using four algorithms: Lasso, Random Forest, 

XGBoost, and Bayesian Structure Learning. Our results indicate that three main news 

topics contribute the most to both household inflation expectations and perceived 

inflation: Inflation, Economic crisis, and Ruble devaluation. Bayesian Structure Learning 

presents a deeper picture with possible differences in the formation of households' 

inflation expectations and perceived inflation. In answering the survey about price 

changes in the next 12 months, consumers may actually be answering a question about 

their confidence in the economy in general, which in Russia is closely connected to the 

external situation. On the other hand, in answering the question about inflation today 

and yesterday, consumers focus on actual prices and the current situation in the 

country.      

 

We also report differences in higher and lower income households' perception of 

inflation. Namely, the subgroup of respondents with savings tends to pay greater 

attention to the dynamics of the ruble exchange rate. The subgroup of respondents 

without savings pays more attention to news about local price increases, probably due 

to the higher costs of these events for family budgets. The intensity of central bank 

communication, apparently, has no significant effect on households’ perception of 

inflation.    

 

The results are robust to a noise check and to alternative measures of inflation 

expectations and perceived inflation. 

 

 

Key words: monetary policy, text analysis, inflation expectations.  

JEL classification: С83, Е52, D83. 
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1. Introduction 
  

Household inflation expectations have attracted a lot of attention in recent years. 

Inflation expectations are one of the key variables affecting macroeconomic outcomes, 

and they have also been a significant object of central bank communication since 

monetary authorities recognised the power of communicating with the wider public. 

Better understanding of how households form their expectations might help to improve 

communication strategies and practices, and offer new dialogue patterns. 

To contribute to the work devoted to better understanding the nature of households' 

inflation expectations, we start with three strong streams of research. 

First, the well-known epidemiological model of inflation expectations by Carroll 

(2003), which changed economists' view on what really drives inflation expectations. 

Carroll introduces a strong doubt about the rationality of all agents' expectations and 

shows that households form their expectations by observing professional forecasters' 

opinions in the news media. Pfajfar and Santoro (2013) argue that most consumers who 

update their expectations do not revise them towards professional forecasts and that 

news on inflation plays only a small role in the accuracy of their expectations. As has 

been shown in later works (see Larsen et al, 2019), the news media are good predictors 

of inflation expectations. We are also influenced by a large corpus of papers focussed 

on the kinds of prices that drive household inflation expectations. The most important 

are prices for oil (Sussman et al., 2022), food, and energy (Arora et al., 2013).  

Second, we consider papers related to the rational inattention of households (the 

idea, proposed by Christopher A. Sims (Sims, 2003), that economic decision makers 

cannot absorb all the available information but can choose which pieces of information 

to process). The most complete review of this subject is presented in a recent work by 

Maćkowiak et al. (2021). The theory of rational inattention postulates that agent can 

choose what kind and how much information to absorb. If the costs of not having 

information are small, it can be ignored. This situation is typical for developed countries 

with long and successful experience of inflation targeting: people pay only partial 

attention to inflation statistics, because consuming such information requires 

considerable effort (Mankiw et al., 2004; Carroll, 2001), and the potential financial cost 

of ignoring such information is negligible for most households in low-inflation countries 

(Cavallo et al., 2017). For developing countries situation is different. In particular, Arora 

et al. (2013) show that high and unanchored expectations in Peru are caused by a lack 

of knowledge about monetary policy measures and goals, about inflation dynamics, and 

an overreaction to news about inflation.   

Further exacerbating the situation is the fact that central banks speak a language 

that requires special knowledge and is hard for the wider public to understand. As noted 

by Haldane (2017b), the linguistic complexity of central bank publications renders them 

accessible to only about 5-10% of the population. 

Third, we consider the growing body of machine learning algorithms that have made 

it possible to extract public opinion from news, social media, and services such as 

Google Trends. Dealing with inflation expectations specifically, we can mention recent 

papers by Sahu and Chattopadhyay (2020), Tilly and Livan (2021), and Angelico et al 

(2022). The findings of these works which are most relevant to our approach are: that 
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different news has a different impact on expectations, that expectations may be formed 

even by non-inflationary news (news that does not contain explicit 'inflation' terms), and 

that negative news has a greater impact on expectations (consumers are more 

receptive to negative news). 

News-driven models of household inflation expectations can be improved by 

reducing the noise of information which is nonessential to consumers. Since noise 

reduction is one of the main problems for all big data models, in this study, we attempt 

to show the role of negative news in household inflation expectations, news which is too 

costly to ignore (i.e., news containing the terms 'crisis', 'recession', 'depreciation', etc.)  

To test our hypothesis, we use Russian news media and data on household 

inflation expectations. We create a news database with 7,779 million news items 

collected from 28 Russian media agencies over a period of about nine years. 

Our paper advances the literature in few ways. First, we propose a new approach to 

news selection to improve the quality of news-driven models by reducing the noise. This 

contributes to the growing body of machine learning based models for inflation 

expectations. Second, we improve the understanding of consumer behaviour by giving 

deeper evidence of how they form their perception of the economic environment and of 

why households pay too little attention to central bank communication.       

This study advances the existing research on news-driven inflation expectations 

and contributes to the literature in few ways. First, we introduce a new approach to 

filtering news that is significant for economic agents. Second, we provide more evidence 

and shed more light on the concepts of rational inattentiveness and the epidemiological 

model of inflation expectations. Third, we develop a large news database of leading 

Russian media agencies trained on economic news.  

 

2. Data 

2.1. News database 

 

We create a news database for the purposes of our research, as we have been 

unable to find a sufficiently large database with wide coverage and with major Russian 

regional media agencies included. The process of creating the big Russian news 

database consists of two parts:  

 data mining; 

 topic modelling.  

     

 

2.1.1. Data mining 

 

We start by compiling a list of 28 key federal media agencies and the largest 

regional media agencies with audience coverage close to that of the federal media. We 

use Medialogia1 data for this task. Medialogia publishes monthly ratings of the most 

popular Russian media agencies, including regional coverage. These ratings give us the 

                                                           
1
 Medialogia is a Russian company that develops an automatic system for monitoring and analyzing 

media and social networks in real time. 

https://github.com/evstalina/russian_news_database
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most complete picture possible of the preferences of Russians in the consumption of 

information. Our list of 28 is composed of 26 federal media agencies and 2 regional 

agencies. We then extract references to the news items of all 28 agencies for the period 

between 01.2014 and 08.2022. These references include the name of the agency, the 

news headline, the time of news publication, a link to the news (URL), and the category 

of the news (where available). More than 91% of these references (for 23 out of 28 

agencies) are obtained using the Feedly API. 

It is important to note that we initially upload only economic news from three media 

agencies (namely Interfax, Regnum, and RBC, thanks to the RSS settings of these 

websites), which enables us to compile a vocabulary of economic terms. Also, as there 

are categories for certain news items, we are able to apply supervised learning 

algorithms in the second stage. 

The next stage is to retrieve the text of the news items via the links. For this 

process, we analyse the HTML codes of the media websites to identify the text of the 

news in the common code. The resulting news texts then cleaned of ‘rubbish’ 

(characters other than punctuation marks, letters, and numbers) and saved to the 

database. After the first stage, the database consists of more than 7,779 million news 

items from 28 news sources over a period of about nine years. The media agency 

names, their residences (federal or regional), and the number of news items included 

are presented in Appendix 1. 

   

2.1.2. Topic modelling  

  

The second stage is to highlight economic news. This can be accomplished in two 

main ways, through unsupervised and supervised learning (using premarked news).  

Generally, unsupervised learning models, in particular, Latent Dirichlet Allocation 

(LDA, described by Blei et al, (2003)), are used to select different topics from an array of 

news items by means of so-called ‘soft clustering’. However, as there are categories for 

some news items, it is possible to mark up parts of the data and isolate the economic 

theme from them for further supervised learning. This potentially improves the quality of 

topic modelling.  

We take both approaches and choose the best one. Before the topic modelling 

itself, we carry out standard pre-processing of the text, which includes tokenisation (i.e., 

splitting the text into individual words and punctuation marks) and lemmatisation (the 

reduction of words to their basic forms). Then, depending on the task, numerical lemma 

metrics are derived: for supervised learning - TF-IDF, and for unsupervised learning – 

Count Vectoriser. 

TF-IDF (TF means 'term frequency' and IDF means 'inverse document frequency') 

is a statistical measure that is used to assess the importance of a word in the context of 

a document that is a part of a collection or corpus of documents (Salton, 1988): 

 

         
  

    
       

   

     
  , where   (1) 
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     is the number of documents in which word t occurs 

 

TF-IDF provides information on the importance of a particular word in determining 

the differences between groups of texts. This statistical measure carries more 

information than a simple 'bag of words' (a set of words with quantitative characteristics 

without regard to grammar, word order, etc.) (Harris, 1954)), but it is much faster than 

word2vec2 and other neural network-based methods, which is important when working 

with a large data set. This measure is used for the supervised learning models. TF-IDF 

filtering is also performed: a word must occur at least 100 times in the corpus (this is 

how we filter out highly specialised terms and misspellings) and in 80% of documents at 

most (this is how we filter out the most common words, such as prepositions and 

conjunctions, which are not important for determining the topic of a text). Filtering 

increases the speed of model training by reducing the dimensionality of the resulting 

matrix.   

For the purpose of pre-processing in unsupervised learning (we use LDA), we apply 

Count Vectoriser, a method that converts a pool of documents into a matrix, in which 

the columns correspond to particular words and the rows correspond to texts.  

Next, we use a modification of the LDA model – Guided LDA (or Seeded LDA, 

which is a representation of classic LDA and is described by Jagarlamudi et al. (2012)). 

The essence of this model is that the vocabulary for a topic is used to induce a shift in 

the right direction, and to shift the selection of topics in the document to the topics 

related to the seed words. Guided LDA is thus suitable for highlighting the economic 

theme in a news corpus. 

The dictionary of economic words is compiled on the basis of the vocabulary of the 

words used most frequently in the original corpus of economic news from the three 

media agencies mentioned previously. Additionally, the vocabulary is expertly cleaned 

of words not related to economics. The resulting vocabulary is used to form theme 0. 

The other themes have no initial shift in vocabulary, so they are generated by standard 

LDA algorithms. The training process is performed on a sample of 100,000 news items 

from 25 sources, which are equally represented in the sample (excluding the three 

media agencies mentioned previously to ensure that the distribution of themes is not 

skewed towards economic news). 

The marked sample for the supervised learning models is formed on the basis of 

the top news categories (which cover almost half of all news items in the database), 

grouped into six main themes (see Appendix 1), one of which is devoted to the 

economy. The training is done on a sub-sample of 120,000 news items, with each of the 

six themes presented in equal shares. 

                                                           
2
 A family of algorithms that use neural networks to produce vector representations of words. 
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The methods used for supervised learning are: support vector machine (SVM) 

(Boser et al., 1992), softmax regression, random forest (Breiman, 2001) and gradient 

boosting (XGBoost) (Chen and Guestrin, 2016). This choice of models is based on the 

fact that the results of softmax regression can be interpreted as a baseline solution, the 

support vector machine is a classic method for text analysis problems, the random 

forest is the main ensemble method over decision trees, and gradient boosting is 

currently the most popular method for classification tasks and often yields the best 

results. 

A total of five models are evaluated: four 6-class models and one 2-class model to 

compare the effect of the number of themes on the value of the metric. For the 2-class 

model, a specification is used in which 0 represents economic news and 1 represents 

the remaining categories, and respectively the test part for this model is also 

represented by two classes. All supervised learning models are trained on cross-

validation (model evaluation in which the data are divided into k equal parts, learning 

occurs in part k-1, and quality evaluation is conducted in part k, with each of the k parts 

serving for both quality evaluation and learning, the procedure is repeated k times) with 

5 splits and premixing.  

The quality of the Guided LDA model is tested on a marked test sample for the 2-

class supervised learning model. In order to assess the metrics of the economic theme, 

the Guided LDA themes are also grouped into group 0 for the economy, and group 1 for 

other themes. In this case, the use of classic metrics for thematic modelling tasks (e.g., 

coherence) does not make sense, as there is a marked dataset for quality checks. The 

main quality metrics chosen are precision, recall, and F-score for the economic theme.  

The Guided LDA models with seven and ten themes perform the best on the F-

score, and the model with seven themes is taken for further comparison. The trained 

supervised learning models perform better than Guided LDA, which confirms that 

reinforcement learning models yield better results. 

The SVM and Gradient Boosting (XGBoost) models for six classes yielded the 

highest F-scores on economic topics, showing an equal result of 0.94 on the test 

sample (see Appendix 1 for details). However, Gradient Boosting yields the best result 

for precision and also, importantly, produces forecasts much faster than SVM, so the 

former model is chosen for further work. A total of 1.567 million economic news items 

from 28 media outlets over the period from 01.2014 to 08.2022 are represented in the 

corpus.  

 

2.2. Defining negative semantic load 

 

Determining the type of news that has the greatest effect on households' decisions 

may be one of the most difficult challenges for researchers (Larsen et al., 2019). As 

shown by Coibion et al. (2019), specific monetary policy news is potentially ineffective, 

because households are not typically interested in central bank policies. We confirm the 

findings of this study in the following chapters. 

Our hypothesis proceeds from the idea that people may form their expectations on 

more general and strongly negative news, and therefore our search is focussed on the 
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news items that are too expensive to ignore. This approach potentially allows us to 

bypass the restrictions of rational inattention. To accurately determine important 

negative news, we use data from VCIOM3 polls about the threats to and fears of 

Russians. The survey results are presented in figure 1.   

For negative news topic modelling, we use the Guided LDA described by 

Jagarlamudi et al. (2012). We defined the anchor terms from the VCIOM survey. These 

are subjectively chosen nouns that in our opinion concentrate the greatest semantic 

load from VCIOM's categories.  

 

Figure 1. Fears of and threats to Russians according to VCIOM survey data4 

 
  

                                                           
3
 Russian Public Opinion Research Center (VCIOM). VCIOM is the oldest polling institution in post-Soviet 

Russia and one of Russia's leading sociological and market research companies. 
4
 The index is measured in points and can range from -100 to 100. The answer 'I'm quite sure it will 

happen' is assigned a coefficient of 1, the answer 'It is likely to happen' is assigned a coefficient of 0.5, 
the answer 'It is not likely to happen' is assigned a coefficient of -0.5, and the answer 'I'm quite sure it 
won't happen' is assigned a coefficient of -1. The higher the value of the index, the likelier Russians think 
the problem to be. The data are presented on the basis of Sputnik all-Russian telephone polls. The 
marginal error is 2.5\%, and the sample size is 1600 respondents from at least 80 regions of the Russian 
Federation. 
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The Impact of Negative News on Public Perception of Inflation                                                          11 

 
 

 
 

2.3. Seeding negative tokens 

 

As the next step, we use the anchor terms from the previous step as seeded words 

(unigrams and bigrams) for Guided LDA. We slightly extend the given terms from 8 

categories to 10 blocks for seeding. We do so to improve the model's explanatory ability 

and due to the high concentration of topics in several of the raw categories (i.e., there 

are three topics in the second line: prices, debt, and food crisis). Additionally, we 

allocate ruble devaluation as an independent topic due to the great importance of this 

variable to Russians5. Finally, we merge the topics of crime and political instability. As 

result, we get a list of 10 topics with probability distributions of the terms. Also, in order 

to assess the possible role of communication of the Bank of Russia on the topic of 

monetary policy, we added a topic corresponding to communication. We defined it as 

news in which individual members of the Board of Directors or the Bank of Russia 

comment on inflation. 

 

2.4. Topic time series 

 

After defining the topics list, we calculate the frequency of each topic in our dataset 

as follows: 

 

          
    

      
   , where   (2) 

 

                                                

 

                                                               

     

 

                                              

 

Figure 2 shows the time series (topic frequencies) obtained. The more often a topic 

occurs during a month, the higher the frequency score obtained. 

This approach differs from those proposed by Larsen et al. (2019) and other 

researches, where media attention for a given topic is measured by the weight of the 

LDA unit in the whole corpus as one document. In our opinion, this approach may 

overestimate the weight of topics due to the specific structure of the news. Specifically, 

a topic usually appears in a single news item several times with different details, but the 

media consumer would not perceive this as several news items. The news item is 

usually perceived as one whole unit, especially if only the headline is read. There is 

evidence that people have a strong preference for skim-reading the headlines only, as 

shown by work by Gabielkov et al. (2016), a survey conducted by the Media Insight 

Project, an initiative of the American Press Institute (API) and the Associated Press-

                                                           
5
 According to FOM surveys, up to 18% of Russians base their inflationary expectations on fluctuations of 

the ruble. For further details, see https://www.cbr.ru/analytics/dkp/inflationary_expectations/#a_102610 

https://www.americanpressinstitute.org/publications/reports/survey-research/personal-news-cycle-methodology/
https://www.cbr.ru/analytics/dkp/inflationary_expectations/#a_102610


The Impact of Negative News on Public Perception of Inflation                                                          12 

 
 

 
 

NORC Center for Public Affairs Research (2014) for the USA, and the Nielsen Norman 

Group's report 'How People Read Online: The Eyetracking Evidence'. 

Following Martin and Johnson (2015), we also manually concentrated the nouns in 

the Guided LDA results by reducing the occurrence of other parts of speech in order to 

reduce the noise in the data.  

Figures 2-12 and the correlation matrix in Table 1 show that there are several 

correlated variables, such as T8: COVID and T10: Unemployment (0.81 Pearson 

correlation coefficient), T1: Poverty and T8: COVID (0.76), and T1: Poverty and T10: 

Unemployment (0.64). The common trends in the graphs appear even in spite of the 

fact that there are no common terms in those topics. Our interpretation of is this is that, 

during the COVID-19 pandemic, especially in the acute phase of early 2020, Russia, 

like many other countries, locked down many public places, so many people engaged in 

the service sector were afraid for the security of their jobs. Thus, topics related to 

COVID, poverty, and unemployment appear together in the news (but only over the 

short term of the first half of 2020). Despite these strong correlations, we do not merge 

topics to provide better explanatory ability to the models.     

 

Figures 2-12. Topic time series6 

 
 а) Т1:Poverty                 b) Т2:Inflation                c) Т3:Food crisis       d) Т4:Debt problems 

 

 
e) Т5:Econ.crisis          f) Т6:Geopolitics              g)Т7:Ruble                    h) Т8: COVID-19 

 

    

 
i) Т9:Instability                  j) Т10:Unemployment         k) T11:BoR Communication  

                                                           
6
 The time series are normalised. 
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Table 1. Topic correlations 

 T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 Т11 

T1 1,00 0,22 0,21 0,43 0,04 -0,46 -0,30 0,76 -0,36 0,64 0,05 

T2 0,22 1,00 0,36 -0,13 0,18 0,19 0,04 0,10 -0,14 0,01 0,19 

T3 0,21 0,36 1,00 -0,06 0,05 0,18 -0,22 0,13 -0,18 0,11 -0,11 

T4 0,43 -0,13 -0,06 1,00 -0,08 -0,63 -0,02 0,25 -0,16 0,17 0,13 

T5 0,04 0,18 0,05 -0,08 1,00 0,16 0,57 0,39 -0,02 0,57 0,20 

T6 -0,46 0,19 0,18 -0,63 0,16 1,00 -0,01 -0,37 0,15 -0,27 -0,23 

T7 -0,30 0,04 -0,22 -0,02 0,57 -0,01 1,00 -0,10 0,20 0,06 0,36 

T8 0,76 0,10 0,13 0,25 0,39 -0,37 -0,10 1,00 -0,43 0,81 0,03 

T9 -0,36 -0,14 -0,18 -0,16 -0,02 0,15 0,20 -0,43 1,00 -0,34 0,03 

T10 0,64 0,01 0,11 0,17 0,57 -0,27 0,06 0,81 -0,34 1,00 0,09 

Т11 0,05 0,19 -0,11 0,13 0,20 -0,23 0,36 0,03 0,03 0,09 1,00 

 

2.5. Predicted variables 

 

We attempt to predict household inflation expectations on the horizon of 12 months 

ahead. In Russia, regular surveys of inflation expectations have been conducted since 

2009 as part of a joint project between the Bank of Russia and the Public Opinion 

Foundation (FOM). The FOM surveys include a long list of questions concerning 

perceptions of prices, cost expectations, consumer preferences, etc. FOM publishes 

perceived inflation and household inflation expectations 12 months ahead. To quantify 

these variables, FOM uses the survey questions 'How do you think prices will generally 

change over the next 12 months (year)?' and 'How do you think prices have generally 

changed over the past 12 months (year)?'. To quantify expectations, FOM has 

implemented the probability method described by Carlson and Parkin (1975) and Berk 

(1999). 

 

2.6. Data pre-processing 

 

First, we exclude calendar factors in the topic time series by dividing all variables by 

the number of days in each month. Second, we apply Box-Cox transformation (Box and 

Cox, 1964) and clean the data of seasonality. Third, we apply Min-Max Scaling to give 

equal weight to the independent variables. All the topic time series are one month 
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lagged (so we estimate inflation expectations and perceived inflation at time t using the 

news at time t-1).  

 For further analysis, we apply the augmented Dickey Fuller test to 11 explanatory 

variables and 2 predicted variables. Stationarity is rejected at 5% significance for all 

explanatory variables and for all predicted variables, except for Bank of Russia’s 

communication which is stationary. To address the issue of non-stationarity and to avoid 

spurious dependencies between the variables, we transform all non-stationary variables 

into first differences. Further, for the Bayesian Structure Learning algorithm, we 

transform these first differences from numeric to discrete data using constant 

subinterval width.   

For the machine learning tree-based algorithms, we use raw data as suggested by 

recent studies. Ahmed et al. (2010) explain that, for many time series, the absolute level 

is a useful piece of information. A number of papers (see the work of Kim (2003) for 

support vector machines, and the work of Kondratyev (2018) for neural networks) have 

shown that machine learning algorithms work better with non-stationary data. Finally, 

Petelin at al. (2022) have proved that common methods of transforming nonstationary 

data, such as differencing and log transformation, may not always be a good idea for 

machine learning models and that many of them show the best quality with raw data.   

All data are bootstrapped for machine learning algorithms. Bootstrapping resamples 

the dataset to create many simulated samples. This idea was introduced by Efron 

(1979). The technique allows the bypassing of the restrictions of small datasets and the 

calculation of crucial statistics such as standard errors.  

 

3. Methods 

 

The challenge we try to solve is determining the features of news topics that make 

an important contribution to the creation of households' inflation expectations and 

perceived inflation. Valid methods to solve this challenge are regression algorithms with 

the option of defining feature importance or establishing cause-effect relationships. 

 

3.1. Lasso  

   

Least Absolute Selection and Shrinkage Operator (Lasso) was proposed by 

Tibshirani (1996) and is now one of the most popular regularisation techniques to select 

subsets of variables. The cost function can be written as: 

 

      –          
  

            
 
      , where   (3) 

 

  –                            
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Trying to minimise the cost function, Lasso discards redundant features and selects 

useful features. Discarding a feature makes its coefficient equal to 0, while useful 

features retain positive coefficients. Lasso is a convenient starting point due to its 

transparency and explainability.   

  

3.2. Random Forest 

 

A Random Forest is an ensemble technique capable of performing regression tasks 

with the use of multiple decision trees. The algorithm was introduced by Breiman 

(2001). We use a bootstrapped Random Forest Regression with 50 trees, and a 

minimum number of samples required to split an internal node of 2. We use K-Fold 

Cross Validation to avoid overfitting with k = 10. For feature importance statistics, we 

use permutation feature importance. This method measures the increase in the 

prediction error of the model after permuting a feature’s values. If the error increases, 

then the model relies on the feature for its predictions. 

 

3.3. XGBoost и Kernel SHAP 

 

Extreme Gradient Boosting (XGBoost) was developed by Chen and Guestrin 

(2016). It is a parallel decision tree-based ensemble machine learning algorithm that 

uses a gradient boosting framework. It works well with small and medium structured and 

tabular datasets. For our model, we use 30 boosting iterations, the maximum depth of a 

tree is 2, and the squared error is a loss function. For feature importance scores, we 

use Kernel SHAP (SHapley Additive exPlanation, see the work of Lundberg and Lee 

(2017)). The method uses a special weighted linear regression to compute the 

importance of each feature. The computed importance values are Shapley values from 

game theory and also coefficents from a local linear regression. The Shapley values 

can be estimated as follows:   

 

        
               

                       , where   (4) 

 

  –                       

 

                             

 

                                                                           

 

                               

 
               

  
  can be interpreted as the probability that in any permutation, the members 

of C are ahead of distinguished player i. 
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3.4. Bayesian Structure Learning 

 

Bayesian Structure Learning (BSL) stands apart from the other algorithms 

discussed above. It is a probabilistic graphical model which returns a directed acyclic 

graph (DAG) with features as nodes and their dependencies as edges. A lack of edges 

between nodes indicates the independence of the variables. Causal Bayesian networks 

are one approach to capturing causal relationships (see the work of Pearl (1988) as one 

of the first related papers). We apply several learning algorithms (PC algorithm for 

learning Gaussian Bayesian networks (Spirtes and Glymour, 1991), Grow-Shrink for 

learning Markov network structures (Margaritis D., 2003), and Incremental Association 

Markov Blanket (Tsamardinos et al., 2003)) to find the graph composition that 

maximises the data likelihood. We use the BIC with the smallest value to choose the 

algorithm. The software we use is the bnlearn package for R (for technical details, see 

work of Scutari (2009)). 

 

4. Results 

 

Table 2 presents the feature importance scores for all the selected models: Lasso, 

Random Forest, XGBoost, and the presence or absence of an edge with the inflation 

expectations or perceived inflation node in the Bayesian Structure Learning graph. As 

feature importance scores, we use the Lasso weights associated with each feature 

term, the permutation feature importance for the Random Forest, and the SHAP values 

for XGBoost. All feature statistics are scaled to sum to one for ease of comparison. Bold 

font highlights the top 3 features for each model. Despite different pre-processing 

techniques, almost all the models chose 3 topics as contributing the most to both 

household inflation expectations and perceived inflation: 'Inflation', 'Economic crisis', 

and 'Ruble devaluation'.  

Adjusted R2 is used as summary statistics for Lasso, Random Forest, and XGBoost. 

Mean absolute error (MAE) is used for all the methods (with predicted variables as 

testing nodes for BSL). Random Forest show higher R2 for both inflation expectations 

and perceived inflation variables. The lowest MAE for inflation expectations was 

obtained using BSL, and for perceived inflation the lowest MAE was obtained using 

Random Forest. The findings show that both inflation expectations and perceived 

inflation might be shaped by three strong news streams: current dynamics of inflation, 

information about economic crises and ruble devaluation. The most significant news in 

the inflation expectations model was the ruble exchange rate and inflation, while in the 

observed inflation model it was inflation and the economic crisis.  

 

Table 2. Feature importance scores for all models  

 

Features Inflation expectations 12m  Perceived inflation 

Lasso RF  Lasso RF  Lasso RF 

Poverty  0,00 0,02 0,05 False 0,24 0,06 0,11 False 

Inflation  0,32 0,25 0,34 False 0,14 0,20 0,25 True 
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Food crisis  0,00 0,02 0,02 False 0,03 0,02 0,01 False 

Debt problems 0,00 0,02 0,01 False 0,00 0,04 0,05 False 

Economic crisis  0,29 0,02 0,05 False 0,18 0,18 0,16 False 

Geopolitics 0,00 0,02 0,00 False 0,13 0,08 0,06 False 

Ruble devaluation 0,39 0,42 0,26 True 0,00 0,27 0,22 False 

COVID 0,00 0,15 0,25 False 0,04 0,09 0,10 False 

Domestic instability 0,00 0,02 0,01 False 0,00 0,03 0,02 True 

Unemployment  0,00 0,05 0,01 False 0,13 0,03 0,01 False 

BoR Communication 0,00 0,01 0,00 False 0,12 0,01 0,01 False 

Adjusted R2 

 

0,23 0,74 0,83  0,43 0,81 0,67  

MAE 0,03 0,06 0,06 0,02 0,01 0,01 0,01 0,03 

 

We present two graphs as result of the BSL model: Figure 13 for household inflation 

expectations and Figure 14 for perceived inflation. The BSL model has difficulties in 

determining the direction of some edges, but it groups news items according to their 

connections. We interpret this lack in the model's work as evidence of events and news 

happening at the same time (at least within the 1-month horizon). Thus, BSL can not 

determine causal relationships for these simultaneously occurring processes.   

Looking at these results, we can assume that in answering the question about the 

next 12 months' inflation, households take into account news about economic 

conditions in general, and in Russia, they are historically closely related to geopolitics 

and the ruble exchange rate. In other words, people may not perceive the question 

about future inflation as a question about prices in the strictest sense, but as a broader 

question about economic outlook. It forms their 'premonition of inflation'. This is further 

illustrated by the lack of edge between 'Inflation' and 'Inflation expectation' nodes.  

As for perceived inflation, in answering that question, people may reflect more on 

the current situation with prices, poverty, and domestic instability. These three variables 

probably reflect the best households' perception of current material living conditions.    

The variable reflecting the intensity of the presence of the Bank of Russia in the 

news flow did not have a significant impact on the perception of inflation by the 

households in any of the models. 
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Figure 13. Causal Bayesian network structure with 12m expectations 
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Figure 14. Causal Bayesian network structure with perceived inflation

 
 

 

5. Robustness  

 

In this section, we conduct robustness analysis to check the validity of our findings. 

To test the robustness of our results, first we perform a set of alternative regressions, 

which are presented in Appendix 3. The data we use for these checks is the original 

data with 3 additional generated white noise variables as the independent variables 

(ARIMA (0, 0, 0)). For models with non-stationary data we have added a random trend. 

Through this experiment, we check if significant variables in our models remain 

significant. Random Forest and Lasso pass the robustness check: all of the top 3 most 

significant topics remain. As for XGBoost, the 'Covid' topic replaces the 'Economic 

crisis' topic for this model with perceived inflation in the test check. The alternative BSL 

model does not create edges between the dependent variable and the white noise 

variables.    

Second, we perform a set of regressions with alternative predicted variables. We 

use data for two subgroups of respondents: those with savings and those without 

savings. In this way, we obtain four new dependent variables: inflation expectations 

from respondents with savings, perceived inflation from respondents with savings, 

inflation expectations from respondents without savings, and perceived inflation from 

respondents without savings. Almost all conclusions remain stable. There are minor 

changes for 1) the Lasso perceived inflation of households without savings (geopolitics 

has become a much more significant factor), 2) the Lasso perceived inflation of 
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households with savings (the 'Inflation' topic fell out of the top 3 news topics, 

‘Unemployment’ joined the top-3 topics), 3) the Lasso inflation expectations of 

households without savings (communication has become a significant factor, but with a 

minimal coefficient), 4) the XGBoost perceived inflation of households without savings 

('Covid' was replaced with 'Poverty'). At the same time, the significance estimates for 

the subgroups with and without savings changed somewhat, which can be attributed to 

differences in the perception of price dynamics between those who have savings and 

those who do not. 

 

6. Discussion 

 

As a potential limitation of our study, we can note first of all the restrictions of the 

small datasets of inflation expectations in Russia. Regular surveys have been 

conducted only since 2014. We take those restrictions into account in the modelling, but 

longer time series and data from single respondents may provide more robust results.   

For future work, we consider it expedient to compare news-driven factors with real 

world price data to distinguish the degree of influence of both factors. Second, it would 

be interesting to validate the negative news approach using data from developed 

countries, which may be especially promising during the acceleration of inflation in 

2022.        

 

Conclusions 

 

In this study, we propose a new approach to the selection of the news that 

contributes the most to households' price perception based on the public's fears. We 

confirm the conclusions of previous studies about the huge impact that public 

information has on inflation expectations. In a continuation of this theme, we narrow the 

range of the news to strongly negative news. We define the key words for negative 

news topics from survey data about the public's fears and build topic time series using 

Guided LDA from 7,779 million news items collected from 28 Russian media agencies 

over a period of about nine years.  

We obtain 10 negative news topics time series with the frequencies of the topics of 

Poverty, Inflation, Food crisis, Debt problems, Economic crisis, Geopolitics, Ruble 

devaluation, COVID, Domestic instability, and Unemployment. Additionally, we have 

added a variable with news, reflecting the intensity of the presence of the Bank of 

Russia in the news flow. 

We conduct feature importance analysis using four algorithms: Lasso, Random 

Forest, XGBoost, and Bayesian Structure Learning. Our results indicate that three main 

news topics contribute the most to both household inflation expectations and perceived 

inflation: Inflation, Economic crisis, and Ruble devaluation. Bayesian Structure Learning 

presents a deeper picture with possible differences in the formation of households' 

inflation expectations and perceived inflation. In answering the survey about price 

changes in the next 12 months, consumers may actually be answering a question about 

their confidence in the economy in general, which in Russia is closely connected to the 
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external situation (the 'Geopolitics' and 'Ruble devaluation' topics). On the other hand, in 

answering the question about inflation today and yesterday, consumers focus on actual 

prices and the current situation in the country.      

The results are robust to a noise check and to alternative measures of inflation 

expectations and perceived inflation.  

We report four main findings.  

First, strongly negative news may represent a sufficient condition for the increase of 

both inflation expectations and perceived inflation.  

Second, we find differences in 1) the perception of inflation by higher and lower 

income households and 2) the formation of expected and perceived inflation. Namely, 

the subgroup of respondents with savings tends to pay greater attention to the 

dynamics of the ruble exchange rate. The subgroup of respondents without savings 

pays more attention to news about geopolitics and poverty. As for differences between 

expected and perceived inflation, respondents may look at the question about the next 

12 months' inflation as a question about economic outlook in general and at the 

question about the past 12 months' inflation as a question about the most memorable 

price changes.      

Third, we provide evidence that households may forecast the economic situation in 

general (for Russia, the main factors in such analysis have historically been geopolitics 

and the ruble exchange rate) and, depending on this, give a forecast for inflation. 

Comparing the impact of news indices and marker products could be an important topic 

for future research. 

Fourth, The intensity of the informational presence of the Bank of Russia in the 

media, apparently, does not have a significant impact on the perception of inflation by 

the households. 

This study advances the existing research on news-driven inflation expectations 

and contributes to the literature in few ways. First, we show that strongly negative news 

about the most important economic subjects can determine the price perceptions of 

households in developing countries as Russia. Second, we develop a large news 

database of leading Russian media agencies trained on economic news. Third, we 

provide more evidence and shed more light on the concepts of rational inattentiveness 

and the epidemiological model of inflation expectations.  

With these results, we contribute to a better understanding of the nature of household 

inflation expectations in Russia. 
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Appendices 

 

Appendix 1. News database and topic modelling 

 

Table 3. Composition of news database 

 

Media agency name Residence Number of news items 

included 

Kommersant federal 334754 

Arguments and Facts federal 18957 

E1.ru (Ekaterinburg News) regional 117911 

Vedomosti federal 58536 

Utro.ru federal 182579 

Moskovsky Komsomolets federal 1784184 

Forbes federal 28090 

Banki.ru federal 183399 

BBC Russia federal 80841 

Interfax federal 86913 

Lenta.ru federal 593999 

Finam.ru federal 74907 

VZ.ru federal 492891 

Echo.msk federal 562774 

Komsomolskaya Pravda federal 414135 

Parliamentary newspaper federal 252769 

Meduza.io federal 96575 

Regnum federal 44204 

Pravda.ru federal 236773 

Republic.ru federal 45491 

360tv.ru federal 537391 

Svpressa.ru federal 205910 

Finanz.ru federal 272249 

RG.ru federal 586372 

Svoboda.org federal 95596 

Finmarket.ru federal 11368 

Fontanka.ru regional 363596 

РБК federal 16106 
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Table 4. Aggregation of keywords into topics 

 

 

 

 

 

 

 

 

 

 

 

 

Sub-topics 

Topic 

tag 

Number if news 

items 

Economy 0 298 343 

Economy and finance 0 5 248 

Business 0 83 082 

Finance 0 19 297 

Construction 0 6 263 

Real estate 0 8 138 

Finance and investment 0 2 906 

Politics 1 400 108 

International politics 1 10 015 

Politics in Russia 1 6 059 

In the world 1 211 104 

World 1 161 736 

News of the world 1 18 230 

Society 2 901 518 

News – society 2 11 931 

State and society 2 8 682 

Culture 3 115 380 

Incidents 4 663 231 

Sports 5 220 919 
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Table 5. Outcomes for supervised learning models 

 

 

  

 
 
 

2 classes 6 classes 

XGBoost SVM 

Logistic 
regressio
n 
(softmax) 

Random 
Forest 

Economic 
news 

precision 0.9381 0.9363 0.9267 0.8658 0.8886 

recall 0.9064 0.9482 0.9548 0.9249 0.9240 

F-score 0.9219 0.9422 0.9405 0.8944 0.9060 

Other news precision 0.9598 0.9388 0.9344 0.8757 0.9006 

recall 0.9472 0.9390 0.9347 0.8765 0.9013 

F-score 0.9534 0.9389 0.9345 0.8758 0.9006 
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Appendix 2. Model’s residuals and Dickey-Fuller tests 

 

Table 6. Dickey-Fuller tests for time series in Lasso and BSL 

 

 Time series Dickey-Fuller p-value 

Poverty  -6,1192 <0,01 

Inflation  -3,5895 0,03751 

Food crisis  -3,9019 0,01665 

Debt problems -4,8159 <0,01 

Economic crisis  -4,0759 <0,01 

Geopolitics -4,2891 <0,01 

Ruble devaluation -4,0910 <0,01 

COVID -3,5200 0,04372 

Domestic instability -5,6691 <0,01 

Unemployment  -3,9125 0,01614 

inflation expectations   -5,0091 <0,01 

perceived inflation -4,2700 <0,01 

 

Figures 14-19. Residuals  

 

1.) Lasso 

а) inflation expectations             b) perceived inflation 

 

 
2.) Random Forest 

а) inflation expectations             b) perceived inflation 
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3.) XGBoost 

а) inflation expectations             b) perceived inflation 
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Appendix 3. Robustness check 

 

Table 7. Models with noised variables 

 

Feature inflation expectations perceived inflation 

Lasso RF  Lasso RF  Lasso RF 

Poverty  0,00 0,02 0,05 False 0,18 0,05 0,09 False 

Inflation  0,11 0,24 0,34 False 0,20 0,21 0,30 True 

Food crisis  0,00 0,01 0,02 False 0,01 0,01 0,00 False 

Debt problems 0,00 0,02 0,01 False 0,00 0,03 0,02 False 

Economic crisis  0,42 0,02 0,05 False 0,18 0,15 0,10 False 

Geopolitics 0,00 0,03 0,00 False 0,13 0,07 0,07 False 

Ruble devaluation 0,46 0,40 0,26 True 0,00 0,30 0,29 False 

COVID 0,00 0,16 0,25 False 0,05 0,08 0,12 False 

Domestic instability 0,00 0,02 0,01 False 0,00 0,02 0,01 True 

Unemployment  0,00 0,05 0,01 False 0,14 0,02 0,00 False 

BoR Communication 0,01 0,01 0,00 False 0,12 0,01 0,00 False 

Noise 1 0,00 0,01 0,00 False 0,00 0,01 0,00 False 

Noise 2 0,00 0,01 0,00 False 0,00 0,01 0,00 False 

Noise 3 0,00 0,01 0,00 False 0,00 0,01 0,00 False 

Adjusted R2 

 

0,17 0,72 0,83  0,43 0,72 0,66  

 

 

Table 8. Models with alternative inflation expectations variable  

 

Feature inflation expectations of 

households with savings 

inflation expectations of 

households without savings 

Lasso RF  Lasso RF  Lasso RF 

Poverty  0,07 0,09 0,05 False 0,00 0,04 0,06 False 

Inflation  0,13 0,15 0,25 False 0,27 0,34 0,38 True 

Food crisis  0,00 0,02 0,02 False 0,00 0,01 0,00 False 

Debt problems 0,00 0,03 0,03 False 0,00 0,01 0,01 False 

Economic crisis  0,20 0,08 0,02 False 0,69 0,02 0,05 False 

Geopolitics 0,00 0,02 0,00 False 0,00 0,01 0,00 False 

Ruble devaluation 0,49 0,27 0,24 True 0,00 0,31 0,20 False 

COVID 0,00 0,18 0,30 False 0,00 0,16 0,26 False 

Domestic instability 0,00 0,04 0,04 False 0,00 0,01 0,02 True 

Unemployment  0,00 0,10 0,03 False 0,00 0,07 0,03 False 

BoR Communication 0,11 0,01 0,03 False 0,04 0,01 0,00 False 

Adjusted R2 

 

0,25 0,56 0,72  0,19 0,70 0,83  
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Table 9. Models with alternative perceived inflation variable 

 

Новостной индекс perceived inflation of 

households with savings 

perceived inflation of 

households without savings 

Lasso RF XGBoost BSL Lasso RF XGBoost BSL 

Feature 0,30 0,08 0,08 False 0,15 0,06 0,14 False 

 0,12 0,13 0,24 True 0,20 0,21 0,33 True 

Poverty  0,00 0,01 0,00 False 0,00 0,01 0,00 False 

Inflation  0,00 0,08 0,02 False 0,00 0,01 0,03 False 

Food crisis  0,20 0,15 0,10 False 0,23 0,23 0,14 False 

Debt problems 0,12 0,04 0,05 False 0,15 0,15 0,04 False 

Economic crisis  0,00 0,28 0,33 False 0,00 0,21 0,24 False 

Geopolitics 0,00 0,10 0,15 False 0,05 0,07 0,07 False 

Ruble devaluation 0,00 0,03 0,02 False 0,00 0,02 0,02 False 

COVID 0,15 0,05 0,00 False 0,09 0,02 0,00 False 

BoR Communication 0,12 0,06 0,00 False 0,13 0,01 0,00 False 

Adjusted R2 

 

0,33 0,74 0,60  0,46 0,77 0,64  

 

 

 


