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Wolfsberg Principles for Using Artificial Intelligence and Machine Learning in Financial Crime 

Compliance 
 

Introduction 

The Wolfsberg Group (the Group) supports the use of Artificial Intelligence and Machine Learning 
(AI/ML)1 by financial institutions (FIs) in their financial crime compliance programmes and believes 
that it is critical for FIs to consider data ethics principles when using these technologies. By leveraging 
the advances in data science underpinning AI/ML, FIs can holistically analyse the customer and 
transactional data created by their products and services more effectively and efficiently to detect, 
investigate, and manage the risk of financial crime, and satisfy regulatory requirements. By identifying 
potential criminal activity more effectively, FIs can focus financial crime control activities with 
increased precision on the customers and transactions presenting the highest risk, reducing manual 
reviews and customer friction such as transaction delays or redundant inquiries. These technology 
solutions, however, may require FIs to consolidate and process large amounts of data, from multiple 
sources. As a result, FIs should understand the potential impact of the use of these technologies before 
implementation to ensure that it results in fair, effective, and explainable outcomes. FIs should also 
monitor the use of AI/ML for consistent and stable performance after implementation. 
 

 
1 “AI is the science of mimicking human thinking abilities to perform tasks that typically require human intelligence, such as 
recognizing patterns, making predictions, recommendations, or decisions. AI uses advanced computational techniques to 
obtain insights from different types, sources, and quality (structured and unstructured) of data intelligence to 
“autonomously” solve problems and execute tasks. There are several types of AI, which operate with (and achieve) different 
levels of autonomy, but in general, AI systems combine intentionality, intelligence, and adaptability”;  
“Machine Learning is a type (subset) of AI that “trains” computer systems to learn from data, identify patterns and make 
decisions with minimal human intervention. Machine learning involves designing a sequence of actions to solve a problem 
automatically through experience and evolving pattern recognition algorithms with limited or no human intervention — i.e., 
it is a method of data analysis that automates analytical model building. Respondents cite machine learning and natural 
language processing as the AI-powered capabilities offering great benefit to AML/CFT for regulated entities and supervisors. 
Machine learning reportedly offers the greatest advantage through its ability to learn from existing systems, reducing the 
need for manual input into monitoring, reducing false positives and identifying complex cases, as well as facilitating risk 
management." Opportunities and Challenges of New Technologies for AML/CFT, Financial Action Task Force - fatf-gafi.org 
(July 2021) 
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Based on the extensive regulatory, industry and academic resources existing on data ethics,2 the 
Group has developed a set of principles (the Principles) to guide FIs and their financial crime 
compliance leaders and risk management teams in identifying and managing the operational and 
reputational risks that may arise from the use of AI/ML. The Principles should be operationalised by 
each FI according to a risk-based approach dependent on the prevailing and evolving regulatory 
landscape, as well as on its use of AI/ML against financial crime, and governed accordingly. 

The Wolfsberg Principles for Responsible AI/ML 

The Principles consist of five elements that support an FI’s responsible use of AI/ML in financial crime 
compliance applications. 

 
 

1. Legitimate Purpose: FIs’ programmes to combat financial crimes are anchored in regulatory 
requirements, and a commitment to help safeguard the integrity of the financial system, while 
reaching fair and effective outcomes. Responsible use of advanced technologies such as 
AI/ML, and the volume and type of data necessary for them to be effective, requires FIs to 
understand and guard against the potential for misuse or misrepresentation of data, and any 
bias that may affect the results of the AI/ML application. A key consideration for FIs 
implementing AI/ML is how to integrate an assessment of ethical and operational risks into 
their risk governance approach. Moreover, the data used in AI/ML solutions adopted for the 
legitimate purpose of financial crimes compliance should not be allowed to support other 
activities without additional review under the FI’s data and risk management framework. In 
so doing, FIs will support the appropriate use of technology, which can also serve to enhance 
the integrity of the financial system. 
 

 
2 See e.g. The OECD Artificial Intelligence (AI) Principles - OECD.AI (May 2019); Statement of Kevin Greenfield, Deputy 
Comptroller for Operational Risk Policy before the Task Force on Artificial Intelligence, Committee on Financial Services, U.S. 
House of Representatives - OCC.gov (May 2022); Guidance on the Ethical Development and Use of Artificial Intelligence, 
Office of the Privacy Commissioner for Personal Data, Hong Kong - PCPD.org.hk  (August 2021); White Paper on Artificial 
Intelligence: a European approach to excellence and trust, European Commission - (europa.eu) (February 2020); Principles 
to Promote Fairness, Ethics, Accountability and Transparency (FEAT) in the Use of Artificial Intelligence and Data Analytics in 
Singapore’s Financial Sector, Monetary Authority of Singapore - mas.gov.sg (November 2018). 
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2. Proportionate Use: FIs should ensure that, in their development and use of AI/ML solutions 
for financial crimes compliance, they are balancing the benefits of use with appropriate 
management of the risks that may arise from these technologies. Additionally, the severity of 
potential financial crimes risk should be appropriately assessed against any AI/ML solutions’ 
margin for error. FIs should implement a programme that validates the use and configuration 
of AI/ML regularly, which will help ensure that the use of data is proportionate to the 
legitimate, and intended, financial crimes compliance purpose. 

 
3. Design and Technical Expertise: FIs should carefully control the technology they rely on and 

understand the implications, limitations, and consequences of its use to avoid ineffective 
financial crime risk management. Teams involved in the creation, monitoring, and control of 
AI/ML should be composed of staff with the appropriate skills and diverse experiences needed 
to identify bias in the results. Design of AI/ML systems should be driven by a clear definition 
of the intended outcomes and ensure that results can be adequately explained or proven 
given the data inputs. Senior stakeholders within the FI should have sufficient information on, 
and understanding of, AI/ML tools and their risks and benefits to make informed decisions on 
when, and how, such technologies will be used. FIs should incorporate a well-designed 
programme of ongoing testing, validation, and re-configuration to review AI/ML outcomes 
based on the intended purpose and these Principles. 
 

4. Accountability and Oversight: FIs are responsible for their use of AI/ML, including for decisions 
that rely on AI/ML analysis, regardless of whether the AI/ML systems are developed in-house 
or sourced externally. FIs should train staff on the appropriate use of these technologies and 
consider oversight of their design and technical teams by persons with specific responsibility 
for the ethical use of data in AI/ML, which may be through existing risk or data management 
frameworks. FIs should also establish processes to challenge their technical teams whenever 
necessary and probe the use of data within their organisations. 
 

5. Openness and Transparency: FIs should be open and transparent about their use of AI/ML, 
consistent with legal and regulatory requirements. However, care should be taken to ensure 
that this transparency does not facilitate evasion of the industry’s financial crime capabilities, 
or breach reporting confidentiality requirements and/or other data protection obligations 
inadvertently. FIs should consider engaging with regulators and educating customers about 
the risks and benefits of using AI/ML to prevent and detect financial crime. 
 

Conclusion 

When considering the adoption of AI/ML solutions to address financial crime and risk management 
challenges, FIs should consider how their use of AI/ML aligns with their organisation’s core values, in 
addition to regulatory requirements. Existing risk management and controls structures should be 
adapted and expanded to ensure that any operational and reputational risks created by AI/ML are 
identified and managed as part of their overall risk management approach. AI/ML solutions can 
improve the effectiveness and efficiency of the detection, investigation, and management of financial 
crime, but ethical concerns around the use of AI/ML to manage financial crime risk should be 
considered and addressed.  


